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Abstract. In many imaging tasks only an expert can annotate the
data. Though domain experts are available, their labor is expensive and
we would like to avoid querying them whenever possible. Our task is to
make use of our resources as efficient as possible for a learning task. There
are various ways of working in cases of labelled data shortage. This type
of learning problems can be approached with Active and Transfer Learn-
ing techniques. Active Learning and Transfer Learning have demonstrated
their efficiency and ability to train accurate models with significantly re-
duced amount of training data in many real-life applications. In this paper
we investigate the combination of Active and Transfer Learning for build-
ing an efficient algorithm for image classification. The experimental results
show that by combining active and transfer learning, we can learn faster
with fewer labels on a target domain than by random selection.

1 Introduction

In today’s world utilizing huge datasets for solving problems with Machine
Learning is natural and many recent algorithms, such as Deep Learning, re-
quire tones of data to be trained properly. However, in many applications even
though it is easy to find sources of unlabelled data, annotations are still hard
and expensive to obtain. This is the case in many medical imaging tasks and
other domains that use computer vision techniques. In these domains, training
data are generally difficult to acquire because the manual labeling is a complex
and time-consuming activity.

The motivation of this work is to make use of our resources as efficient as
possible for a image classification. Working in cases of labelled data short-
age can be approached with Active Learning (AL) and Transfer Learning (TL)
techniques. AL and TL have demonstrated their efficiency and ability to train
accurate models with significantly reduced amount of training data in many
real-life applications. Even though these methods are widely used, there are
still some limitations of the current methods and very few works investigate the
combination of AL and TL.

In this paper we investigate the combination of AL and TL for efficient learn-
ing in case of data shortage for image classification. We investigate a criterion
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for AL which makes use of data from other learning scenarios similar to the way
transfer learning techniques are working.

There are a few recent works that investigate the combination of active and
transfer learning in different learning settings [1, 2, 8, 9]. In [1] it is proposed
an alternative for the standard criteria in active learning which actively chooses
queries by making use of the available preference data from other users in a pref-
erence learning setting. In [2] a hierarchical Bayesian model for active transfer
learning for activity recognition is proposed. In [8] active transfer learning under
model shift is being investigated.

2 Active Transfer Learning

Active Learning [7] represents a range of techniques that can be applied in
situations in which labeling points is difficult, time-consuming, and expensive.
The idea behind AL is that by optimal selection of the training points a better
performance can be achieved instead of random selection.

A tendency is to improve the performance of the AL methods by combining
them with heuristics designed either for the context in which they are applied
or by the models they use, e.g., making use of the unlabeled data available,
exploiting the clusters in the data, diversifying the set of hypotheses, or adapting
the AL to other learning techniques such as Gaussian processes.

2.1 Uncertainty Sampling Criterion

Uncertainty sampling criterion [7] is an AL strategy in which an active learner
chooses for labeling the example for which the model’s predictions are most
uncertain. The uncertainty of the predictions can be measured, for example,
using Shannon entropy

Uncertainty(x) = -
∑
y

p(y|x) log p(y|x). (1)

where x represents the point that is to be labelled and y represents the possible
label of x. For a binary classifier this strategy reduces to querying points whose
prediction probabilities are close to 0.5. Intuitively this strategy aims at finding
as fast as possible the decision boundary since this is indicated by the regions
where the model is most uncertain.

2.2 Active Transfer Criterion

Transfer Learning [5] is a technique used for transferring knowledge from a source
task to a target task. It is inspired by the research on transfer of learning in
psychology, more specifically on the dependency of human learning on prior
experience. The psychological theory of transfer of learning implies the similarity
between tasks so TL algorithms are used when training data for the target task is
similar, but not identical with that of the source task. In the context of learning



algorithms, TL can be implemented by transplanting the learned features and
parameters from one algorithm to initialize another.

We propose here a criterion for AL, which we call Active Transfer (AT),
specifically design to make use of the AL and TL settings. The main idea
behind the AT criterion is to exploit learning with multiple data sets and use
the learned models of other data sets when determining the knowledge acquired
with a new data point.

We will use the following notation for the predictive probability correspond-
ing to other models

pm(y|x) ≡ p(y|x,Mm) . (2)

where M1, ...,MM represents the data sets specific for each task. Inspired by
[4], we measure the disagreement by taking the average prediction of the entire
committee and compute the average Kullback-Leibler (KL) divergence of the
individual predictions from the average:

AT(x) =

M∑
m=1

1

M
KL[ p(·|x)‖pm(·|x) ] , (3)

with p(·|a) the average predictive probability of the entire committee.
The KL divergence for discrete probabilities is defined as

KL[p1(·|x)‖p2(·|x)] =
∑
c

p1(y|x)log
p1(y|x)

p2(y|x)
. (4)

The KL divergence can be seen as a distance between probabilities, where we
abused the notion of distance, since the KL-divergence is not symmetric, i.e.,
KL[p1‖p2] 6= KL[p2‖p1]. This drawback of the KL-divergence can be overcome
by considering a symmetric measure, for example, KL[p1‖p2] + KL[p2‖p1].

3 Experimental Evaluation

We set two goals for the experimental evaluation: i) to test whether optimally
selecting data for labeling using an active strategy achieves higher accuracy than
random selection; and ii) to test whether optimally selecting data for labeling
using the Active Transfer criterion achieves higher accuracy than using Uncer-
tainty sampling criterion.

3.1 Data Sets and Data Preprocessing

Two data sets were used in the experimental evaluation.
Breast Cancer Histopathological Images Classification (BreakHis) [6] is a

data set composed of microscopic images of breast tumor tissue collected from
82 patients using different magnifying factors: 40X (1994 images), 100X (2081
images), 200X (2013 images), and 400X (1683 images).

As second data set we used a set containing 346 porcelain ware images, out
of which 200 were defective and 146 correct. This data was collected from an



industrial partner producing porcelain ware. Figure 1 shows samples of different
types of defects in the porcelain image data set.

Fig. 1: Different types of defects in porcelain image data set. From left to right:
deterioration after pressing, bumps, texture defects, margin deformation.

Each image was converted to gray scale and it was resized to 28x28, thus
one image is described by a 784-dimensional feature vector. Furthermore, the
images were preprocessed as follows. First, the centering of data around zero
was performed: for each image patch, the mean pixel value was computed and
subtracted from the data. Second, the whitening of data was performed: i) the
data covariance matrix was computed and the SVD factorization of the matrix
was obtained; ii) data was decorrelated by rotating and reducing the dimension;
iii) the decorrelated data was devided by the eigenvalues.

3.2 Experimental Protocol and Results

The experimental evaluation was performed using Python programming lan-
guage, and in particular, the Sklearn library [3].

In order to meet the first goal, i.e., to test whether optimally selecting data
for labeling using an actively strategy achieves higher accuracy than random
selection, we first tested several machine learning algorithms for random selec-
tion. The following algorithms were compared: Logistic Regression (tolerance =
0.0001, C parameter = 1.0), Linear Discriminant Analysis, Decision Tree, Naive
Bayes, Random Forest (number of trees = 10) and SVM (linear kernel, C pa-
rameter=0.1). The results are presented in Table 1. We used accuracy (mean ±
standard deviation) as a measure of performance. SVM perform best, thus we
use it for the next experiments.

Table 1: Comparison of different learning algorithms dor the two data sets:
BreakHis and Porcelain. The mean accuracy ± standard deviation is shown.

Algorithm BreakHis data set Porcelain ware data set
SVM 0.66 ± 0.00 0.84 ± 0.05

Logistic Regression 0.66 ± 0.00 0.63 ± 0.08
LDA 0.57 ± 0.00 0.72 ± 0.05

Decision Tree 0.59 ± 0.04 0.55 ± 0.10
NB 0.56 ± 0.04 0.63 ± 0.06

Random Forest 0.59 ± 0.01 0.75 ± 0.08



Next, we compared active selection of training points to random selection.
The training data was used as a pool out of which points were selected for
labeling either randomly or actively. After selection of a point, either active or
random, the point was added to the training data and deleted from unlabeled
data. The model was retrained on the new training set and predictions were
made on the validation set. The results were averaged over 20 splittings of data
into training, unlabeled and validation sets. All algorithms were learned from
50 randomly and actively selected data points.

Figure 2 compares the accuracy obtained with random and active selection
using the Uncertainty sampling criterion for the two data sets used in the ex-
perimental evaluation. The results obtained using an active selection are better
than the results obtained using random selection of training points.

Fig. 2: Comparison of accuracies obtained with random versus active selection
of training points. Uncertainty Sampling criterion was used for actively selecting
training points. Left: BreakHis data set. Right: porcelain ware data set.

For the uncertainty sampling criterion, because we have a binary classifier,
the point for which the prediction probabilities are closest to 0.5 was chosen. For
active transfer criterion, we choose one of data set as target. This will be trained
using a pre-trained model on a data set formed by the rest of data sets corre-
sponding to different magnification factors for Breast cancer data set or different
porcelain models for the porcelain ware data set. The point which was selected
was the one on which the other models disagree the most. Figure 3 compares
the accuracy obtained with active learning using two criteria of actively selecting
points to label: uncertainty sampling criterion and active transfer criterion. The
plot shows that the active transfer criterion improves the performance in some
cases.

We see from the experiments that the accuracy obtained using random se-
lection is lower than using AL strategies for both data sets. The results in the
figures above indicate that the Active Transfer criterion improves performance
compared to the Uncertainty Sampling selection strategy.



Fig. 3: Comparison of accuracies obtained with two strategies of actively select-
ing training points: Active Transfer criterion and Uncertainty Sampling. Left:
BreakHis data set. Right: porcelain ware data set.

4 Conclusions and Future Work

This work investigated how to obtain an efficient algorithm that can classify
images from small data sets by combining Active and Transfer Learning. The
motivation of this work was to make use of the available resources as efficient
as possible. We proposed the Active Transfer criterion which makes use of the
models learned on similar tasks to select for labelling those points that give most
of the information about the current task. The experimental results show that
by combining active and transfer learning, we can learn faster with fewer labels
on a target domain than by random selection
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