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Abstract
Images and text represent types of content which are used together

for conveying user emotions in online social networks. These contents
are usually associated with a sentiment category. In this paper, we
investigate an approach for mapping images to text for three types of
sentiment categories: positive, neutral and negative. The mapping from
images to text is performed using a Kernel Ridge Regression model.
We considered two types of image features: i) RGB pixel-values fea-
tures, and ii) features extracted with a deep learning approach. There
is a difference in performance for different sentiment categories, the
mapping performs better for the positive sentiment category. Further-
more, the more complex deep learning features perform better than the
RGB pixel-value features for all sentiment categories.

Motivation
Giving a subjective description of an image is a very easy task

for humans, but very difficult for the existing computer vision
systems [3, 2]. The majority of previous work in computer vi-
sion has focused on labeling images with a fixed set of visual
categories [1, 4]. In this work, we take a step forward towards
the goal of generating subjective descriptions of images that are
close to the natural language that is used in social networks. Fig.
1 gives a hint to the motivation of our work:

This was so kak sad as a child

They fighting over who more useless

NEWS:  Rams mailbag: How much has
Case Keenum improved? #SPORTS #LATIMES

Well that's adorable

a. b.

c. d.

Figure 1: Motivation figure.: Our model treats language as a rich label space
and generates subjective descriptions of images. Examples of samples used
in the experimental evaluation. Each sample consists of a pair made of an
image and the subjective text associated to it. Each sample has a sentiment
associated to it: a., b. samples convey a negative sentiment; c. sample con-
veys a neutral sentiment; d. sample conveys a positive sentiment.

Kernel Ridge Regression for Mapping
Images to Text
• LetX = {x1, x2, . . . , xn} and Y = {y1, y2, . . . , yn} be the set

of inputs and outputs, respectively, and n represents the num-
ber of observations. And let FX ∈ RdX×n and FY ∈ RdY×n
denote the input and output feature matrices, where dX , dY
represent the dimensions of the input and output features re-
spectively.
• The inputs represent the images, and the input features can

be either simple RGB pixel-values or features extracted auto-
matically using convolutional neural networks. The outputs
represent the texts associated to the images and the output
features.
•A mapping between the inputs and the outputs can be formu-

lated as a multi-linear regression problem. Combined with
Tikhonov regularization, this is also known as Kernel Ridge
Regression (KRR). The KRR method is a regularized least
squares method that is used for classification and regression
tasks. It has the following objective function:
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• The solution of the optimization problem from Eq.(1) in-
volves the Moore-Penrose pseudo-inverse and has the follow-
ing closed-form expression:

W = FY F
T
X(FXF

T
X + αIdX)−1 ∈ RdY×dX (2)

• Predicting a target ynew from a new observation xnew:

ynew = FY (ΦTΦ + αIn)−1ΦTφ(xnew)

= FY (K + αIn)−1κ(xnew) (3)

where φ is the high-dimensional mapping of the inputs xi to
a Reproducing Kernel Hilbert space and

Φ = [φ(x1), . . . , φ(xn)]. (4)

•With Kij = φ(xi)
Tφ(xj) and κ(xnew)i = φ(xi)

Tφ(xnew), the
prediction can be described entirely in terms of inner products
in the higher-dimensional space.
• This formulation supports non-linear mappings by a Gaussian

or a polynomial kernel.

Experimental Evaluation

Dataset
•We used a data set with images and text that introduced in [5].
• The data have been divided into three sentiment categories:

positive, neutral, and negative using LSTM-SVM.
• 10000 images and the corresponding 10000 tweets from each

of the three sentiment categories were selected.

Image Features
•RGB pixel-values - each image was described by a 2352 di-

mensional feature vector.
•Deep Learning based features - the features were extracted

using the pre-trained convolutional base VGG16 network.

Text Features
• Bag-of-Words (BoW) model was used for extracting the fea-

tures from the text samples.
•A vocabulary was built for each sentiment category.
• Features: sparse matrix with the dimension: number of sam-

ples x number of words in the vocabulary, having 1 if a given
word from the vocabulary is contained in that particular text
sample.

Experimental Protocol
We designed an experimental protocol, that would help us an-
swer the following questions:

Q1 Could our proposed Kernel Ridge Regression model map im-
ages to natural language descriptors?

Q2 What is the difference between the two types of image fea-
tures that we considered?

Q3 Is there a difference in performance based on the sentiment
associated to each image-text sample?

For each of the three sentiment categories:
•we randomly split the data 5 times into training and testing;
• 70% data for training and the rest for testing.
• For training the model, we considered different sizes of the

training set: from 50 to 7000 observations with a step size of
50.
• For a correct evaluation, the models built on these different

training sets, were evaluated on the same test set. The error
was averaged over the 5 random splits of the data into training
and testing.

Evaluation Measure
Given the particular form of the outputs, we used an atypical
evaluation measure which we designed to take into account the
specific form of these outputs. We sorted in descending order
the absolute values of the predicted output vector. A new vector
containing the first 50 words from the predicted output vector
was created. We computed the Euclidean distance between the
predicted output vector values and the actual output vector. The
values were averaged over the entire test data set and the average
value obtained was considered as the error.

Figure 2: The plots show mean errors and standard deviation for different
sizes of the training set. Comparison between RGB pixel-values features and
the more complex VGG16 features. The different rows correspond to differ-
ent sentiment categories: top row - positive sentiment category, middle row -
neutral sentiment category, bottom row - negative sentiment category.

Results

• The answer for Q1 and Q2: analyzing the experimental results
shown in Fig. 2. The plots show the learning curve (mean er-
rors and standard deviations) for different sizes of the training
set and for different sentiment categories.

• The plots from Fig. 2 also show the comparison between the
RGB pixel-values and VGG16 features for the three cate-
gories of sentiments considered. Overall, the more complex
deep learning features give a better performance in compari-
son to the simple RGB pixel-values features.

• The answer for Q3: analyzing the experimental results shown
in Fig. 3. There is a significant difference in learning per-
formance for the positive sentiment category in comparison
with the other two categories, both using RGB pixel-values
features and VGG16 features.

Figure 3: Comparison of the learning performance based on the type of sen-
timent using the VGG16 image features.

Conclusions and Future Work
• The mapping performs better for the positive sentiment cat-

egory in comparison with the neutral and negative ones for
both features extraction techniques.

• The more complex deep learning features perform better than
the RGB pixel-value features for all sentiment categories and
for larger training sets.

• Future plans: investigating the input-output kernel regression
type of learning and integrating to our models textual captions
of images obtained using a pre-trained network.
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